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Recent trends in ANNs
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Frugality in AI
● Perform training with little data

– Better optimizers
– New loss functions
– Ease the features extraction with priors
– Transfer learning
– …

● Use the trained AI models with little computational resources
– Pruning & Quantization
– Knowledge distillation
– Neural Architecture Search
– …

● Train with little computational resources
– Ensure fast convergence for models
– Reduce the training cost
– ...
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Pruning in deep learning: why?
● Reducing the storage memory (for a compressed model).
● Reducing the memory footprint.
● Reducing the FLOPs at inference time.
● Reducing energy consumption?
● Enhancing generalization?

Countless approaches to achieve sparse models...



8

How to prune a deep model?
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Train

 Parameters are randomy initialized

Pruning 101
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Train

 Parameters are randomy initialized
 Parameters are updated  then  trained with standard gradient descent until 

performance is achieved (training stage)
 Parameters  below  threshold  T  are  removed,  pruning  connections 

(parameter sparsification)
 Neurons  without  input  arcs  input  are  pruned  from  the  network  (neuron 

sparsification) ->Degrades network performance
 Fine-tune  the  model,  recovering  the  performance  and  iteratively  prune 

again.

Prune

Regularize

Pruning 101
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Pruning 101
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The elephant in the room
● Objective: reach the highest sparsity with no 

task-related performance degradation.
● The most effective approaches are also the 

ones more computationally intensive 
– multiple trainings are required for training 

one sparse model.
– One-shot (or few-shot) pruning approaches 

are in general worse.

● New challenge: achieve sparsity with less 
computation at training time.
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The lottery ticket hypothesis
“A randomly-initialized, dense neural network contains a sub-network that is initialized such 
that, when trained in isolation, it can match the test accuracy of the original network after 
training for at most the same number of iterations.” [Frankle and Carbin, 2019]

● The sub-network exists already at initialization: if it can be found, a lot of computation can 
be saved.
– Computation for training the model (less parameters to train)
– Computation for pruning (no iterative pruning anymore,  just pruning at initialization, 

“zero-shot” pruning)
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How to identify the lottery winners?
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TRAIN

BEFORE TRANING

AFTER TRAINING

Performance 
X
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How to identify the lottery winners?

TRAIN PRUNE

BEFORE TRANING

AFTER TRAINING

Performance 
X
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How to identify the lottery winners?

TRAIN PRUNE

REWIND

BEFORE TRANING

AFTER TRAINING

Just the parameters which have not been
pruned will be rolled-back to the value

they had at initialization (before training). 
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How to identify the lottery winners?

TRAIN

TRAIN

PRUNE

BEFORE TRANING

AFTER TRAINING

Performance 
X

Performance 
X

The same performance is 
obtained training the model 

with less parameters.
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What we would like!

TRAIN BEFORE TRANING

AFTER TRAININGPerformance 
X

The same performance is 
obtained training the model 

with less parameters.

REMOVE UN-NECESSARY 
PARAMETERS?
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How to identify the lottery winners efficiently?
● The original work provides evidence of the existence of the willing tickets, not proposing the 

efficient algorithm...
– A model is trained, and depending on the magnitude/variation of the parameters, 

pruned. 
– The model is rewound to the initial state, but with less parameters, and train/pruning is 

again repeated…

● Still a lot of research on making the search of the winning ticket efficient is needed!
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Lottery winners at initialization?

Finding these subnetworks before or early in the train can reduce the training cost.

Unfortunately this is an hard task:
1. Training a sparse network leads to subpar results [Evci et al., 2019]
2. Early tickets are unstable [Frankle et al., 2020]
3. The result is similar to magnitude pruning applied at the end of the training [Frankle et al., 2021]
4. If rewinding techniques are used, it can require more computation than just train the original model
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Lottery winners at initialization?
● Case study: ResNet-32 trained on CIFAR-10

– SGD with momentum 0.9
– Batch size 100
– Initial learning rate: 0.1, decayed by factor 10 at 

epochs 80 and 120
● We visualize the eigenvalues of the hessian for the 

full training set (50k images), computed using the 
PyHessian library.

● Very complex loss landscape with high lr, which tends 
to be more and more “convex” as the lr decreases.
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Lottery winners at initialization? (II)
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● We compare the first 20 epochs with unrolling at many 
pruning rates.

● The landscape changes dramatically, and training can not 
match good performance!

E. Tartaglione, "The Rise of the Lottery Heroes: Why Zero-Shot Pruning is Hard," 2022 IEEE International Conference on Image Processing (ICIP), 2022, pp. 2E. Tartaglione, "The Rise of the Lottery Heroes: Why Zero-Shot Pruning is Hard," 2022 IEEE International Conference on Image Processing (ICIP), 2022, pp. 2
361-2365, doi: 10.1109/ICIP46576.2022.9897223.361-2365, doi: 10.1109/ICIP46576.2022.9897223.

https://ieeexplore.ieee.org/document/9897223
https://ieeexplore.ieee.org/document/9897223
https://ieeexplore.ieee.org/document/9897223
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Why is it so hard?
Let        be the initialization of a model.

We want to prune a subset of its parameters 
(namely,      ).

This means that a subset      of parameters 
survives, and that we project in the blue hyper-
plane.

 

E. Tartaglione, "The Rise of the Lottery Heroes: Why Zero-Shot Pruning is Hard," 2022 IEEE International Conference on Image Processing (ICIP), 2022, pp. 2E. Tartaglione, "The Rise of the Lottery Heroes: Why Zero-Shot Pruning is Hard," 2022 IEEE International Conference on Image Processing (ICIP), 2022, pp. 2
361-2365, doi: 10.1109/ICIP46576.2022.9897223.361-2365, doi: 10.1109/ICIP46576.2022.9897223.

https://ieeexplore.ieee.org/document/9897223
https://ieeexplore.ieee.org/document/9897223
https://ieeexplore.ieee.org/document/9897223
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Why is it so hard? (II)
We project in the subspace, finding the 
configuration             .

● When we project to a subspace, the loss 
landscape can change drastically!

● We need to perform the optimization in 
the blue subspace only!

E. Tartaglione, "The Rise of the Lottery Heroes: Why Zero-Shot Pruning is Hard," 2022 IEEE International Conference on Image Processing (ICIP), 2022, pp. 2E. Tartaglione, "The Rise of the Lottery Heroes: Why Zero-Shot Pruning is Hard," 2022 IEEE International Conference on Image Processing (ICIP), 2022, pp. 2
361-2365, doi: 10.1109/ICIP46576.2022.9897223.361-2365, doi: 10.1109/ICIP46576.2022.9897223.

https://ieeexplore.ieee.org/document/9897223
https://ieeexplore.ieee.org/document/9897223
https://ieeexplore.ieee.org/document/9897223
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Why is it so hard? (III)
Despite an optimization path, leading to a 
comparable loss as       might exist, it can be 
very difficult to find.

Empirically, it becomes more and more 
difficult to find as we prune more and more 
parameters.

In a few-shot (or even zero-shot) scenario, it 
becomes extremely difficult to find the 
winning tickets!

E. Tartaglione, "The Rise of the Lottery Heroes: Why Zero-Shot Pruning is Hard," 2022 IEEE International Conference on Image Processing (ICIP), 2022, pp. 2E. Tartaglione, "The Rise of the Lottery Heroes: Why Zero-Shot Pruning is Hard," 2022 IEEE International Conference on Image Processing (ICIP), 2022, pp. 2
361-2365, doi: 10.1109/ICIP46576.2022.9897223.361-2365, doi: 10.1109/ICIP46576.2022.9897223.

https://ieeexplore.ieee.org/document/9897223
https://ieeexplore.ieee.org/document/9897223
https://ieeexplore.ieee.org/document/9897223


30

The rise of the lottery heroes
What if we do NOT project (hence, no 
perturbation in the loss landscape at 
initialization due to the pruning)? 

Instead of setting the parameters to zero, we 
simply do not update them all along the 
training!

Hence, we constrain the optimization problem 
in the orange subspace.

E. Tartaglione, "The Rise of the Lottery Heroes: Why Zero-Shot Pruning is Hard," 2022 IEEE International Conference on Image Processing (ICIP), 2022, pp. 2E. Tartaglione, "The Rise of the Lottery Heroes: Why Zero-Shot Pruning is Hard," 2022 IEEE International Conference on Image Processing (ICIP), 2022, pp. 2
361-2365, doi: 10.1109/ICIP46576.2022.9897223.361-2365, doi: 10.1109/ICIP46576.2022.9897223.

https://ieeexplore.ieee.org/document/9897223
https://ieeexplore.ieee.org/document/9897223
https://ieeexplore.ieee.org/document/9897223
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Are we pruning here?

E. Tartaglione, "The Rise of the Lottery Heroes: Why Zero-Shot Pruning is Hard," 2022 IEEE International Conference on Image Processing (ICIP), 2022, pp. 2E. Tartaglione, "The Rise of the Lottery Heroes: Why Zero-Shot Pruning is Hard," 2022 IEEE International Conference on Image Processing (ICIP), 2022, pp. 2
361-2365, doi: 10.1109/ICIP46576.2022.9897223.361-2365, doi: 10.1109/ICIP46576.2022.9897223.

https://ieeexplore.ieee.org/document/9897223
https://ieeexplore.ieee.org/document/9897223
https://ieeexplore.ieee.org/document/9897223
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Are we pruning here?
We move from pruning parameters to pruning the update of parameters.

E. Tartaglione, "The Rise of the Lottery Heroes: Why Zero-Shot Pruning is Hard," 2022 IEEE International Conference on Image Processing (ICIP), 2022, pp. 2E. Tartaglione, "The Rise of the Lottery Heroes: Why Zero-Shot Pruning is Hard," 2022 IEEE International Conference on Image Processing (ICIP), 2022, pp. 2
361-2365, doi: 10.1109/ICIP46576.2022.9897223.361-2365, doi: 10.1109/ICIP46576.2022.9897223.

https://ieeexplore.ieee.org/document/9897223
https://ieeexplore.ieee.org/document/9897223
https://ieeexplore.ieee.org/document/9897223
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Are we pruning here?
We move from pruning parameters to pruning the update of parameters.

Lottery ticket hypothesis: 
finding a sub-network which, when trained in 
isolation, matches the performance of the full 
model. Very tiny networks can be found at 
considerable computational effort with 
iterative pruning + rewinding.

E. Tartaglione, "The Rise of the Lottery Heroes: Why Zero-Shot Pruning is Hard," 2022 IEEE International Conference on Image Processing (ICIP), 2022, pp. 2E. Tartaglione, "The Rise of the Lottery Heroes: Why Zero-Shot Pruning is Hard," 2022 IEEE International Conference on Image Processing (ICIP), 2022, pp. 2
361-2365, doi: 10.1109/ICIP46576.2022.9897223.361-2365, doi: 10.1109/ICIP46576.2022.9897223.

https://ieeexplore.ieee.org/document/9897223
https://ieeexplore.ieee.org/document/9897223
https://ieeexplore.ieee.org/document/9897223
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Are we pruning here?
We move from pruning parameters to pruning the update of parameters.

Lottery ticket hypothesis: 
finding a sub-network which, when trained in 
isolation, matches the performance of the full 
model. Very tiny networks can be found at 
considerable computational effort with 
iterative pruning + rewinding.

Rise of the lottery heroes: 
finding a sub-network which needs to be 
updated to match the performance of the 
full model. Significant computational 
complexity can be saved in zero-shot 
scenarios (during the original training!)

E. Tartaglione, "The Rise of the Lottery Heroes: Why Zero-Shot Pruning is Hard," 2022 IEEE International Conference on Image Processing (ICIP), 2022, pp. 2E. Tartaglione, "The Rise of the Lottery Heroes: Why Zero-Shot Pruning is Hard," 2022 IEEE International Conference on Image Processing (ICIP), 2022, pp. 2
361-2365, doi: 10.1109/ICIP46576.2022.9897223.361-2365, doi: 10.1109/ICIP46576.2022.9897223.

https://ieeexplore.ieee.org/document/9897223
https://ieeexplore.ieee.org/document/9897223
https://ieeexplore.ieee.org/document/9897223
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Experiments

E. Tartaglione, "The Rise of the Lottery Heroes: Why Zero-Shot Pruning is Hard," 2022 IEEE International Conference on Image Processing (ICIP), 2022, pp. 2E. Tartaglione, "The Rise of the Lottery Heroes: Why Zero-Shot Pruning is Hard," 2022 IEEE International Conference on Image Processing (ICIP), 2022, pp. 2
361-2365, doi: 10.1109/ICIP46576.2022.9897223.361-2365, doi: 10.1109/ICIP46576.2022.9897223.
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https://ieeexplore.ieee.org/document/9897223
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Experiments (II)

E. Tartaglione, "The Rise of the Lottery Heroes: Why Zero-Shot Pruning is Hard," 2022 IEEE International Conference on Image Processing (ICIP), 2022, pp. 2E. Tartaglione, "The Rise of the Lottery Heroes: Why Zero-Shot Pruning is Hard," 2022 IEEE International Conference on Image Processing (ICIP), 2022, pp. 2
361-2365, doi: 10.1109/ICIP46576.2022.9897223.361-2365, doi: 10.1109/ICIP46576.2022.9897223.
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https://ieeexplore.ieee.org/document/9897223
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Experiments (III)

E. Tartaglione, "The Rise of the Lottery Heroes: Why Zero-Shot Pruning is Hard," 2022 IEEE International Conference on Image Processing (ICIP), 2022, pp. 2E. Tartaglione, "The Rise of the Lottery Heroes: Why Zero-Shot Pruning is Hard," 2022 IEEE International Conference on Image Processing (ICIP), 2022, pp. 2
361-2365, doi: 10.1109/ICIP46576.2022.9897223.361-2365, doi: 10.1109/ICIP46576.2022.9897223.
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https://ieeexplore.ieee.org/document/9897223
https://ieeexplore.ieee.org/document/9897223
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Interlude
● Zero-shot pruning is very hard: the pruning operation projects and constraints the optimization in sub-

spaces with (potentially) very different loss landscape from the one at initialization.

● A much more promising direction is to “prune” the back-propagation graph, finding a small subset of 
parameters which need to be updated to reach the baseline performance.

● A trade-off between the complexity deployed for training VS final performance is empirically 
observed!

● In this work, even though pruning after one training only, we use some information (virtually) 
inaccessible before training…
 

● Now comes the challenge to really gain: how do we know what to prune?
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Neq – neurons at equilibrium
● Not a pruning technique.

● Focus on entire neurons.

● No prior knowledge required, is agnostic to the 
training strategy.

● No rewinding strategies.

● Each epoch, neurons at equilibrium are not 
updated.

● Saves computation at training time.

● How to evaluate the dynamics?

Andrea Bragagnolo, Enzo Tartaglione, Marco Grangetto. To update or not to update? Neurons at equilibrium in deep models. 36th Conference on Neural Information Andrea Bragagnolo, Enzo Tartaglione, Marco Grangetto. To update or not to update? Neurons at equilibrium in deep models. 36th Conference on Neural Information 
Processing Systems (NeurIPS 2022), Nov 2022, New Orleans, United States.Processing Systems (NeurIPS 2022), Nov 2022, New Orleans, United States.

https://arxiv.org/pdf/2207.09455.pdf
https://arxiv.org/pdf/2207.09455.pdf
https://arxiv.org/pdf/2207.09455.pdf
https://arxiv.org/pdf/2207.09455.pdf
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● We identify neurons whose output does 
not change on the validation set.

● We compute the cosine distance     
between the features extracted from the i-
th neuron, computed on the same input 
(from the validation set).

● This value is in range [-1; +1]: +1 means it 
remains exactly the same.

Neq – neurons at equilibrium

Andrea Bragagnolo, Enzo Tartaglione, Marco Grangetto. To update or not to update? Neurons at equilibrium in deep models. 36th Conference on Neural Information Andrea Bragagnolo, Enzo Tartaglione, Marco Grangetto. To update or not to update? Neurons at equilibrium in deep models. 36th Conference on Neural Information 
Processing Systems (NeurIPS 2022), Nov 2022, New Orleans, United States.Processing Systems (NeurIPS 2022), Nov 2022, New Orleans, United States.

https://arxiv.org/pdf/2207.09455.pdf
https://arxiv.org/pdf/2207.09455.pdf
https://arxiv.org/pdf/2207.09455.pdf
https://arxiv.org/pdf/2207.09455.pdf
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● Interestingly we observe that, in phases 
where the learning rate is very high (eg. 
until epoch 100 in fig.) the average value of 
    is stable to a constant which is not +1…

● That’s still equilibrium! 
● We detect neurons at equilibrium if the 

variation of similarities         is zero.
● Since it is important also to smoothen this 

variation term across noise in high learning 
rate regimes, we introduce a velocity term 
(similar to momentum in SGD) 

Neq – neurons at equilibrium

Andrea Bragagnolo, Enzo Tartaglione, Marco Grangetto. To update or not to update? Neurons at equilibrium in deep models. 36th Conference on Neural Information Andrea Bragagnolo, Enzo Tartaglione, Marco Grangetto. To update or not to update? Neurons at equilibrium in deep models. 36th Conference on Neural Information 
Processing Systems (NeurIPS 2022), Nov 2022, New Orleans, United States.Processing Systems (NeurIPS 2022), Nov 2022, New Orleans, United States.

https://arxiv.org/pdf/2207.09455.pdf
https://arxiv.org/pdf/2207.09455.pdf
https://arxiv.org/pdf/2207.09455.pdf
https://arxiv.org/pdf/2207.09455.pdf
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Experiments

Evaluated on different 
architecture, tasks and training 
policies.

Compares:
1. Baseline: vanilla training.
2. Stochastic: for every epoch a 

random (changing) amount of 
neurons is not updated.

3. NEq: our proposed approach.

NEq is able to reduce the FLOPs 
requirement for backpropagation 
without particular impact on the 
network’s performance.

Andrea Bragagnolo, Enzo Tartaglione, Marco Grangetto. To update or not to update? Neurons at equilibrium in deep models. 36th Conference on Neural Information Andrea Bragagnolo, Enzo Tartaglione, Marco Grangetto. To update or not to update? Neurons at equilibrium in deep models. 36th Conference on Neural Information 
Processing Systems (NeurIPS 2022), Nov 2022, New Orleans, United States.Processing Systems (NeurIPS 2022), Nov 2022, New Orleans, United States.

https://arxiv.org/pdf/2207.09455.pdf
https://arxiv.org/pdf/2207.09455.pdf
https://arxiv.org/pdf/2207.09455.pdf
https://arxiv.org/pdf/2207.09455.pdf
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Effectiveness dependent on the o
ptimizer!

Andrea Bragagnolo, Enzo Tartaglione, Marco Grangetto. To update or not to update? Neurons at equilibrium in deep models. 36th Conference on Neural Information Andrea Bragagnolo, Enzo Tartaglione, Marco Grangetto. To update or not to update? Neurons at equilibrium in deep models. 36th Conference on Neural Information 
Processing Systems (NeurIPS 2022), Nov 2022, New Orleans, United States.Processing Systems (NeurIPS 2022), Nov 2022, New Orleans, United States.

https://arxiv.org/pdf/2207.09455.pdf
https://arxiv.org/pdf/2207.09455.pdf
https://arxiv.org/pdf/2207.09455.pdf
https://arxiv.org/pdf/2207.09455.pdf
https://arxiv.org/pdf/2207.09455.pdf
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What about the size of the validation set?

Andrea Bragagnolo, Enzo Tartaglione, Marco Grangetto. To update or not to update? Neurons at equilibrium in deep models. 36th Conference on Neural Information Andrea Bragagnolo, Enzo Tartaglione, Marco Grangetto. To update or not to update? Neurons at equilibrium in deep models. 36th Conference on Neural Information 
Processing Systems (NeurIPS 2022), Nov 2022, New Orleans, United States.Processing Systems (NeurIPS 2022), Nov 2022, New Orleans, United States.

https://arxiv.org/pdf/2207.09455.pdf
https://arxiv.org/pdf/2207.09455.pdf
https://arxiv.org/pdf/2207.09455.pdf
https://arxiv.org/pdf/2207.09455.pdf
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What are the current challenges?
● Pruning in order to push the REAL ADVANTAGE on the final device (hence, structured 

sparsity).

● Alternatively, Knowledge Distillation/NAS approaches can achieve very tiny models… but at 
which training cost?

● Currently, iterative algorithms achieve better results in terms of accuracy/compression than 
few-shot pruning… but at higher training cost.

● A lot of research is being done on pruning at initialization right now (towards saving of 
computation at training time)… some suggested to do so in transfer learning scenarios!

● The new learning approach is more oriented towards fine-tuning + pruning, starting from pre-
trained models. New paradigms involve pruning from pre-trained architectures.
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